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PROFESSIONAL SUMMARY:
· Having over 9 years of expertise in designing, implementing, and managing scalable infrastructure, CI/CD pipelines, and automation tools across cloud environments.
· Extensive hands-on experience with AWS services including EC2, S3, RDS, ELB, IAM, CloudFormation, VPC, Lambda, Route 53, CloudWatch, and Auto Scaling to build, deploy, and manage applications in a secure, highly available, and scalable manner.
· Proficient in creating and maintaining CI/CD pipelines using Jenkins, Maven, Git, Ansible, and Terraform to automate build, test, and deployment workflows, reducing manual intervention and increasing deployment frequency.
· Demonstrated ability to provision and manage AWS infrastructure using tools like CloudFormation, Terraform, and Ansible for automated infrastructure-as-code (IaC) and consistent environment management.
· In-depth experience with Docker, Kubernetes, and AWS ECS to manage containerized applications, improve scalability, and streamline application deployment and monitoring.
· Expertise in Chef, Ansible, and Terraform for system configuration management, software deployment automation, and infrastructure provisioning.
· Strong background in Linux (RHEL, CentOS), Windows Administration, and shell scripting (Bash, PowerShell), with a focus on server maintenance, troubleshooting, and performance tuning.
· Proficient in managing IAM policies for controlling user access to AWS resources, implementing security best practices, and troubleshooting network, access, and system issues.
· Extensive experience in setting up infrastructure monitoring and alerting using AWS CloudWatch, Nagios, and Splunk, ensuring proactive management of system health and performance.
· Involved in migrating on-prem systems to the AWS Cloud and optimizing resource utilization for cost efficiency and scalability, leveraging AWS tools like Auto Scaling, Elastic Load Balancers, and S3 Glacier for storage.
· Well-versed in Agile, SCRUM, and DevOps practices, with proven success in cross-functional collaboration between development, operations, and IT teams to ensure smooth project execution and timely deliveries.
· Designed and implemented backup and disaster recovery strategies utilizing AWS services like S3, EBS snapshots, and CloudFormation for application resilience.
· Expertise in diagnosing and troubleshooting performance issues across AWS environments and on-prem servers, ensuring high availability and optimal system performance.
· Proficient in Git, SVN, and Bitbucket for managing source code, implementing branching strategies, and coordinating with developers to ensure version consistency across environments.
· Adept at leading and mentoring teams, ensuring adherence to best practices, and contributing to system design decisions that drive business objectives and technological advancements.

TECHNICAL SKILLS:

	Cloud Environments
	AWS and Physical Data Center

	AWS Services
	EC2, ELB, VPC, RDS, AMI, IAM, Cloud Formation, S3, CLI, #Cloud Trail, SNS, SQS, EBS, Route 53, Auto Scaling, AWS Lambda, Cloud Watch

	Programming Languages
	Java/J2EE, SQL, PLSQL

	Scripting
	Shell, Python

	Version Control Tools
	SVN, GIT, GIT Hub, Bit Bucket, TFS

	Configuration Management
	Chef, Puppet, Ansible

	CI Tools
	Jenkins

	Build Tools
	ANT, MAVEN, Gradle

	Containerization
	Docker, Kubernetes

	Monitoring Tools
	Splunk, Cloud Watch

	Web/Application Servers
	Apache, Tomcat

	Operating Systems
	Unix/Linux (Red Hat 5/6, CentOS), Solaris 9/10, Ubuntu 14, Windows, Mac, Debian

	Network Protocols
	TCP/IP, SMTP, SOAP, HTTP/HTTPS, DNS

	Databases
	Oracle

	Bug Tracking Tools
	JIRA, Service Now, Remedy



Education Details:
· Bachelor’s – Sri Krishna Devaraya University (B.com) 2011
· Masters – Colorado Technical University (I.T) 2016-2017
Certifications:
AWS Solutions Architect 

    
Professional Experience:

Charter Communications, Denver, CO					                         October 2022 – Current
System Engineer III

Responsibilities:
· Creating S3 buckets and managing policies for S3 buckets and utilized S3 bucket and Glacier for storage and backup on AWS.
· Provided security and managed user access and quota using AWS Identity and Access Management (IAM), including creating new policies for user management in JSON.
· Worked on AWS CloudWatch, CloudFormation to set up and manage cached content delivery.
· Utilized Cloud Watch to monitor resources such as EC2, CPU memory, Amazon RDS, DB services, DynamoDB tables and EBS volumes.
· Collaborated with system engineers, system administrators, and the IT manager to define testing documents and requirements to evaluate the capabilities of test environments.
· Performed analysis on customer network systems and cyber security protocols and provided support for complex migrations of legacy systems.
· Worked on AWS Code Deploy and Auto Scaling Groups to implement Blue Green Deployments for the various releases moving forward.
· Experienced with the configuration and installation of Docker environment including Docker registry hub for managing different Docker images and deployment of applications inside the software containers.
· Development of chef cookbooks for systems configuration management and software deployments.
· Support the installation and maintenance of Windows virtual servers, coordinate with the IT team to deploy Kubernetes clusters, and perform configuration on web servers.
· Improve management policies and enhance the user experience by transitioning and eliminating the need for VPN during password synching.
· Diagnose and troubleshoot issues related to IT networks, systems, and production software and create a knowledge base to prevent reoccurrence.

Environment: AWS, S3, EC2, ELB, IAM, Auto Scaling, Jenkins, JIRA, Linux, 

Optum, Minneapolis, MI								October 2021 – August 2022
DevOps Engineer

Responsibilities:
· Perform deployments of new code releases to numerous environments that support Optum's Health Exchange (HIX) product line.
· Troubleshooted Linux Server issues & Windows Server Issues when end user or application teams having access issues or server issues.
· Integrate On-prem Storage to Cloud Storage like S3 using Storage Gateway and using file systems like EFS.
· Designed a highly available and scalable architecture in AWS and migrated the applications.
· Work closely with M&O users to help them troubleshoot problems with the application and to help them gain a better understanding of how the HIX application is behaving. 
· Evaluating application logs
· Evaluating Linux system logs
· Monitoring the health of the different components of the HIX applications.
· Applying database scripts
· Evaluating AWS cloud watch logs for various AWS services.
· Manage the administrative and operational users of the HIX solution.
· Provision new users as needed and deprovision users that are no longer needed. Worked on AWS CLI to automate backups of ephemeral data-stores to S3 buckets, EBS and create nightly AMIs for mission critical production servers as backups.
· Understanding Python files in OpenStack environment and make necessary changes if needed.
· Used Ansible Playbooks to automate in AWS services like Launching EC2, Provisioning IAM, Configuring VPC, EBS, Monitoring using CloudWatch and CloudTrail.
· Manage the Jenkins CI/CD pipeline that supports the various HIX environments.
· Create automation and scripts to address commonly repeated operations to help facilitate any remediations for discovered issues. Collaborate with other DevOps engineers for all ongoing work.

Environment: AWS, S3, EC2, ELB, IAM, RDS, VPC, Cloud Trail, Auto Scaling, Chef, Jenkins, Maven, JIRA, Linux, 

Symantec, Santa Clara, CA                                                                                                                           Dec 2020 – August 2021
Sr. AWS/DevOps Engineer

Responsibilities:
· Involved in designing and deploying multitude applications utilizing almost all the AWS stack (Including EC2, Route53, S3, RDS, SQS, IAM) focusing on high-availability, fault tolerance, and auto-scaling in AWS CloudFormation.
· Configured AWS IAM and Security Group in Public and Private Subnets in VPC.
· Provision the Infrastructure using Cloud Formation to centralize the infrastructure changes.
· Built the AWS environment from scratch for their Production environments.
· Orchestrated containers by using the AWS ECS service.
· Controlled access for Company users to use AWS resources (authentication) and what resources they can use
· and in what ways (authorization) through IAM policies. 
· Coordinate/assist developers with establishing and applying appropriate branching, labeling/naming conventions using Subversion (SVN) and Git source control.
· Experience in writing data APIs and multi-server applications to meet product needs using Golang.
· Resolved the code configs and syncing the hotfix branches to master and feature release branches.
· Configured Bitbucket with Jenkins and schedule jobs using POLL SCM option and integrated to automate the code checkout process.
· Maintained JIRA for tracking and updating project defects and tasks ensuring successful completion of tasks in a sprint.

Environment: AWS, S3, EC2, ELB, IAM, RDS, VPC, SES, SNS, EBS, Cloud Trail, Auto Scaling, Jenkins, JIRA, Linux, Java, AppDynamics, ELK, Nexus, JBOSS, PowerShell, Bash, Ruby, and Python.

PrecisePk/2GO Products, San Diego, CA                                                                                                      Sept 2020–Dec 2020
DevOps Engineer

Responsibilities:
· Automated the build process to streamline the build process and eliminate build errors developed automated sanity testing after each build.
· Implemented custom templates for automation of Batch Jobs and Data flow, configured alerts for monitoring, reporting using CI/CD and automation tools.
· Utilize Cloud Watch to monitor resources such as EC2, CPU memory, Amazon RDS DB services volumes to set alarms for notification or automated actions and to monitor logs for a better understanding and operation of the system.
· Created AWS Cloud formation templates on creating IAM Roles& total architecture deployment end to end and created and design the AWS Cloud Formation templates to create custom sized VPC, NAT subnets, for deployment of Web applications and database templates Watch to monitor resources such as EC2, CPU memory, Amazon RDS.
· Involved in migration of database servers to Amazon RDS.
· Deployed production-ready Kubernetes Clusters on top of Amazon EC2 instances using KOPS.
· Building Docker image with Packer and provisioning with Kubernetes by using Docker Packer Builder.
· Automated deployments using YAML, Bash, Python, and JSON scripting.
· Streamed AWS CloudWatch Logs to Splunk by triggering AWS Lambda and pushing events to Splunk for real-time Analysis and Visualization.
· Configured and administered GITHUB Enterprise in AWS with High Availability (HA) enabled and handled Migrations from Subversion.
· Handled consolidations and migration of 100's of Jenkins instances to one single clustered, dockerized Enterprise Jenkins instance with HA enabled.

Environment: AWS (IAM, EC2, S3, STaas, EBS, Glacier, ELB, Lambda, CloudFormation, CloudWatch, CloudTrail, SNS, SQS, Route53, S3, RDS) Docker, Kubernetes, YAML, Python, JSON, Git, Chef, Splunk, Bash, Shell, DynamoDB, RHEL 4/5/6, CentOS, Apache Tomcat.

General Electric, Atlanta, GA                                                                                                                        March 2020–Sept 2020
AWS/DevOps Engineer

Responsibilities:
· Worked on Software Development Life Cycle (SDLC) methodologies such as Agile and SCRUM.  
· Worked on Jenkins for continuous integration from pulling up the code from version control tools like GIT, SVN, CVS, IBM Clear Case and building Artifacts using build tools like Ant, Maven and Gradle. And deploying them into artifact repositories like Nexus and Maven.
· Provisioned the highly available EC2 Instances using Terraform and cloud formation and wrote new plugins to support new functionality in Terraform.
· Developed a Terraform plugins using to manage infrastructure which improved the usability of our storefront service.
· Setup and build AWS infrastructure various resources, VPCEC2, S3, IAM, EBS, Security Group, Auto Scaling, and RDS in CloudFormation JSON templates.  
· Wrote AWS Cloud Formation templates to create custom sized VPC, subnets, NAT, EC2 instances, ELB's and Security groups.
· Managed Code Repository by, maintaining code repository in GIT, Improve practices of branching and code merge to custom needs of development team.  
· Used Ansible to configure and manage infrastructure, created Playbooks to automate the configuration setups, Established Ansible Best practices approaches to system deployment with tools with Vagrant and managing Ansible Playbooks as a unit of software deployment and independently version controlled. 
· Extensively worked on Jenkins CI/CD pipeline jobs for end-to-end automation to build, test and deliver artifacts and troubleshoot the build issue during the Jenkins build process.  
· Used CloudWatch to keep track of servers.  
· Maintained GIT Repositories, Handled Releases and Branching activities for GIT.  

Environment: Ansible, VMware, Putty, Linux Server RHEL-6,7, windows 2012R, Windows 2016, Power shell, GIT, Chocolatey Packages, RPM packages, Splunk, AWS, Terraform, App Engine, Docker, Kubernetes, Apache Tomcat.

Qualcomm, San Diego, CA                                                                                                                             Dec 2018- March 2020
Sr. Cloud/DevOps Engineer

Responsibilities:
· Designed, configured and deployed Amazon Web Services (AWS) for a multitude of applications utilizing the AWS stack (Including EC2, VPC, Glacier, Route53, S3, RDS, Cloud Watch, Cloud Trail, WAF, SNS and IAM), focusing on high-availability, fault tolerance and auto-scaling.
· Created customized AWS Identity and Access Management (IAM) polices for various AWS resources to have required accessibility to required resources.
· Created and configured AWS EC2 instances using preconfigured templates such as AMI, RHEL, Centos, Ubuntu as well as used a corporate based VM image which includes complete packages to run build and test in those EC2 Instances.
· Integrated Ansible to manage all existing servers and automate the build/configurations of new servers.
· Automated various infrastructure activities like Continuous Deployment, Application server setup, Stack monitoring using Ansible Playbooks and has integrated Ansible with Jenkins.
· Designed the project workflows/pipelines using Jenkins for continuous integration and deployment into different Web/Application Servers.
· Built server automation with continuous integration/continuous deployment tools like Jenkins, Maven for build management system.
· Implemented best practices and maintain source code repository infrastructure (Using GIT), improve practices of branching and code merge to custom needs of development team.
· Created ANT and MAVEN to automate the build process for the new projects and integrated them with third party tools like Nexus.

Environment: AWS, S3, EC2, ELB, IAM, RDS, VPC, SES, SNS, EBS, Cloud Trail, Auto Scaling, Chef, Jenkins, Maven, JIRA, Linux, Java, Kubernetes, Terraform, Docker, AppDynamics, ELK, SonarQube, Nexus, JBOSS, PowerShell, Bash, Ruby and Python.

Consortium Health Plans, Chicago, IL                                                                                                           Aug 2018 - Dec 2018
Cloud/DevOps Engineer

Responsibilities:
· Automated various infrastructure activities like Continuous Deployment, Application server setup, Stack monitoring 
· Designed the project workflows/pipelines using Jenkins for continuous integration and deployment into different Web/Application Servers.
· Built server automation with continuous integration/continuous deployment tools like Jenkins, Maven for build management system.
· Used Jenkins for continuous build with each GIT commit, check-in and enforcement of code merge using JIRA number in commit message. Trigger build and continuous deployment to Dev, QA, Test, Pre-Prod and production automated deployment jobs using Jfrog Artifactory management and Jenkins CI/CD server.
· Responsible for creating roadmaps for the secret rotation from configuration files to vault which includes use cases access rights and groups.
· Wrote Terraform templates, Chef Cookbooks, recipes and pushed them onto Chef Server for configuring EC2 Instances.
· Maintained JIRA for tracking and updating project defects and tasks ensuring successful completion of tasks in a sprint.
· Maintained and Monitoring System Activities like CPU, Memory, Disk and Swap space usage to avoid any performances issues.

Environment: AWS, S3, EC2, ELB, IAM, RDS, VPC, SES, SNS, EBS, Cloud Trail, Auto Scaling, Chef, Jenkins, Maven, JIRA, Linux, Java, Kubernetes, Terraform, Docker, AppDynamics, ELK, SonarQube, Nexus, JBOSS, PowerShell, Bash, Ruby and Python.

Goldman Sachs, NYC, NY                                                                                                        		 Sept 2017 - Aug 2018
DevOps/AWS Engineer                                                                         

Responsibilities:
· Managed cloud services using AWS cloud Formation, which helped developers and businesses an easy way to create a collection of, related AWS resources and provision them in an orderly and predictable fashion.
· Managed AWS EC2 instances utilizing S3 and Glacier for our QA and UAT environments as well as infrastructure servers for GIT and created and attached volumes on to EC2 instances.
· Created secured cloud infrastructure using VPS for staging and S3 to backup database instances periodically to save snapshots of data.
· Configured AWS Identity and Access Management (IAM) groups and users for improved login authentication.
· Provided policies to groups using policy generator and set different permissions based on the requirement along with providing Amazon Resource Name (ARN).
· Experience using cloud providers and APIs for Amazon (AWS).
· Used AWS Import/Export accelerates moving large amounts of data in and out of AWS using portable storage devices for transport.
· Created cloud watch dashboards for monitoring CPU utilization, Network In-Out, packet In-out and other parameters of the instances and notified those using SNS.
· Build additional Docker Slave nodes for Jenkins using custom built Docker images and instances.
· Used Ansible playbooks to setup continuous delivery pipeline. This primarily consists of a Jenkins and Sonar server, the infrastructure to run these packages and various supporting software components such as Maven, etc.

Environment: AWS, S3, , RDS, IAM, CLI, CFT, Cloud Watch, Splunk, Git, Maven, Jenkins, Azure, ELK, Open Shift, Ansible, Docker, Nagios, JIRA, Agile, Remedy, SCRUM, Python, Shell Scripting Service Now. 

Aankhen Technologies, Bangalore, India                                                                                                   Jan 2013 – Sept 2015
Systems/Linux Admin

Responsibilities:
· Provided 24x7 on-call supports in debugging and fixing issues related to Linux, Solaris, HP-U Installation/Maintenance of Hardware/Software in Production, Development & Test Environment as an integral part of the Unix/Linux (RHEL/SUSE/SOLARIS/HP-UX/AIX) Support team.
· Manage day to day issues including daily health checks of applications and processes, working closely with end users, development staff and Infrastructure teams, to prioritize and resolve and/or mitigate outages
· Monitor production activities/processes to ensure timely and effective reporting, tracking, follow-up, and communication of problems to internal and external clients, technical resources, and executives
· Implement continuous process improvement, including but not limited to policy, procedures, and production monitoring
· Help in identifying, coordinating, and implementing initiatives/projects and activities that create efficiencies and optimize technical processing.
· Experience in configuration of Apache SVN, HTTP, HTTPS, FTP, SFTP, remote access management and security trouble shooting skills. 
· Worked on creating disk groups, volumes, deporting, importing disk groups using VERITAS volume manager.
· Kernel Upgrading from EL5.3 to 5.4 during outage in production boxes.
· Decommissioning of the old servers and keeping track or decommissioned and new servers using inventory list.
· Implemented the function to send and receive messages on RabbitMQ synchronously and asynchronously and send JMS message to Apache Active MQ on the edge device.
· Software package and patch administration, involving adding and removing software packages and updating patches.
· Monitored server and application performance & tuning via various stat commands (VMstat, NFS-stat, I/O-stat) and tuned I/O, memory, etc. 
· Responsible for Remote Linux Support with more than 400 Servers Managing users like creating, deleting, and granting proper privileges and managing system security. 
· Monitored System Activities like CPU, Memory, Disk and Swap space usage to avoid any performance issues.
· Designing RabbitMQ queues and exchanges and binding relation between them.
· Resolving TCP/IP network access problems for the clients. Develop, Maintain, update various scripts for services (start, stop, restart, recycle, Cron jobs) UNIX based shell. 
· Respond to clients for network problems such as firewall, router, switch, internet, computer applications, printer, VPN, Active directory, DNS and DHCP Servers.
· Experience installing and configuring SSH (Secure Shell) encryption to access securely on Ubuntu and Red hat Linux. 

Environment: Bash, Shell scripts, RHEL, Putty, Cyber duck, Apache Tomcat, Apache web server, Nginx, JBoss, WinSCP.
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